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Always follow every step!
1. Visualize the data
2. Compute descriptive statistics (e.g., mean)
3. Remove outliers >2 standard deviations from the mean
4. Check for heteroskedasticity and non-normal data

• Easiest to check by visualizing the data

• If there’s a problem, try a log, square root, or reciprocal transform

• Our tests are typically robust against non-normal data, but not against 
heteroskedasticity

5. Run statistical test
6. Run any posthoc tests if necessary 4



Hypothesis 
Testing



Anatomy of a statistical test
! If your change had no effect, what would the world look like?!

!
!
!
!
!

! This is known as the null hypothesis
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No difference in means No slope in relationship



Anatomy of a statistical test
! Given the difference you observed, how likely is it to have 

occurred by chance?
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Probability of seeing a mean difference at least 
this large, by chance, is 0.012

Probability of seeing a slope at 
least this large, by chance, is 0.012



Errors
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Difference exists?

Difference 
detected?

True positive Type 1 error
publish false findings

Type 2 error
get more data?

True negative
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Errors
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p-value
! The probability of seeing the observed difference by chance

! In other words, P(Type I error)
! Typically accepted levels: 0.05, 0.01, 0.001
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Comparing two 
populations: 

counts



Count or occurrence data
! “Fifteen people completed the trial with the control interface, 

and twenty two completed it with the augmented interface.”
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5 22

35 18

success

failure

control augmented



PearsonÕs chi-square test for independence

! Determine the expected number of outcomes for each cell!
!
!
!
!
!
!

! Expected is (row total)*(column total) / overall total.
! Upper left: expected is 27*40/80 = 13.5
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5 22 27
35 18 53
40 40 80

success

failure

control augmented total

total



Calculating a chi-square statistic
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�

2 =
(observed! expected)2

expected
e.g., (5-13.5)2 / 13.5 = 5.35
Sum this value over all possible outcomes



How many degrees of freedom?
! If we know there are a total of 40 participants…!

!
!
!
!
!

! We get (rows - 1) * (columns -1) degrees of freedom. !
So, if it’s a two-by-two design, one degree of freedom.
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5 ???

??? 18



Result: chi-square distribution
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PearsonÕs chi-square test for independence
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!"#$%&'($'  (HCI R tutorial at http://yatani.jp/HCIstats/ChiSquare)

http://yatani.jp/HCIstats/ChiSquare


Comparing two 
populations: 

means



Normally distributed data

19

µ

!

mean

std. dev.



t-test: do they have the same mean?
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likely have different means likely have the same mean
(null hypothesis)

µ1 µ1µ2 µ2
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t =
µ1 ! µ2!

! 2
1

N 1
+ ! 2

2
N 2

=
91.5 ! 90.2

!
9.83
10 + 9.96

10

=
1.3

"
.983 + .996

=
1.3
1.41

= .92

Numbers that matter:
!Difference in means!
larger means more significant

!Variance in each group!
larger means less significant

!Number of samples!
larger means more significant



Example t distribution
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How many degrees of freedom?
! If we know the mean of N numbers, then only N-1 of those 

numbers can change.
! We have two means, so a t-test has N-2 degrees of freedom.
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Running the test in R
! Use '&'($'  (HCI R tutorial at http://yatani.jp/HCIstats/TTest)!
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http://yatani.jp/HCIstats/TTest


Presenting the result
! “A t-test comparing the expert-rated scores of designs with the 

control (mean=2.0, std. dev=0.5) to the designs with the 
augmented condition (mean=3.4, std. dev=0.4) is significant 
(t(18)=2.2, p<.05).”
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Within-subjects study designs
! It can be easier to statistically detect a difference if the 

participants try both alternatives.
! Why?
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Paired t-test

27

Control Augmented Difference
1
2

6 -5
1 5 -4
2 1 1
3 3 0
1 5 -4
3 1 2
2 2 0
4 3 1
1 3 -2
2 4 -2

A paired test 
controls for 
individual-level 
differences.



Unpaired vs. paired t-test
! Do two normal distributions have the same mean?!

!
!
!

! Paired t-test: does the distribution of (after - before) !
have mean = 0?
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Paired t-test

! Is the mean of that difference significantly different from zero?
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t =
µ � 0q

�2

N



Running a paired t-test in R
Why no longer 
significant? !
(Hint: look at the 
degrees of 
freedom “df”)
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Ten participants. 
If we had twenty 
rows like before, 
much more 
likely.



ANOVA



t-test: compare two means
! “Do people fix more bugs with our IDE bug suggestion 

callouts?”
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ANOVA: compare N means
! “Do people fix more bugs with our IDE bug suggestion callouts, 

with warnings, or with nothing?”
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øY··
øY1á

øY2á

øY··
øY1á

øY2á

total deviation!
from grand mean

deviation of factor mean 
from grand mean

deviation of response 
from factor mean

Rough intuition for ANOVA test
How much of the total variation can be accounted for by looking 
at the means of each condition?



ANalysis Of VAriance (ANOVA)
! Degrees of freedom: how many values can vary? !

(Using n and r)
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Degrees of freedom in individual data points: n - 1
Degrees of freedom in factor level averages: r - 1
Combined: n - r



Finally: run the test!
! How large is the value we constructed from the F distribution?
! Test if                                                              
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F ! > F (1 ! ! ; r ! 1, n ! r )

factor
error (“what’s left”)

hopefully
top >> bottom 

F(2,21) p < .0013 factor levels
24 observations



Summary
! p-values encode our desired probability of a false positive
! Chi-square test compares count or rate data
! t-test compares two means
! Paired t-test compares means within subjects
! ANOVA compares more than two means

37


